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• Quadratic computational and memory 
complexities w.r.t. sequence length N. 

• Global self-attention mechanism needs to 
process the entire sequence, which yields 
high latency for real-time streaming 
applications. 

• Stateless

Motivation
Structure

LMUFormer

Attention(𝑄, 𝐾, 𝑉 ) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥( 𝑄𝐾𝑇

𝑑𝑘 )𝑉

• Higher training time because training must 
accommodate the long sequence of 
dependencies within the model, making 
parallelization more difficult. 

• Traditionally suffer from forgetting due to 
having a limited memory horizon.
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• Can process data in real time during inference. 

• Can be trained in parallel. 

• Smaller model size and FLOPs, fewer 
parameters. 

• SOTA performance within the realm of SNN 
models on the Speech Commands dataset.

Spiking LMUFormer
1. Convolutional Patch Embedding
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SN: Spiking neuron (LIF)

• Apply Conv1d on time dimension: adds 
negligible delay, but enhances performance 
significantly. 

• Latency analysis: 

1. To get the 1st  output of the 1st Conv layer we 
need to wait for 3 input samples. 

2. To get the 1st output of the patch embedding 
we need to wait 8 extra input samples. 

3. After 8 input samples, we can operate on the 
inputs sequentially.

2. LMU Block (RNN format)
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t : The time step t & sample index t 
: Input spikes at time step  
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3. Conv Channel Mixer
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• Left: Non-Spiking 

• Right: Spiking

Merge SNN time step with the LMUFormer 
index, avoiding the need for an extra time 
dimension and enabling an efficient spiking 
architecture.

Key Innovation

Accuracy

Our models achieve SOTA accuracy in SNN 
domain and achieve comparable performance 
to AST[4] with a significantly reduced number of 
parameters and lower FLOPS.

Reduction in # of Params. :  
 

Reduction in FLOPS:  
𝟖𝟔 . 𝟗𝟑 ÷ 𝟏 . 𝟔𝟐 ≈ 𝟓𝟑 . 𝟔𝟔

𝟏𝟐 . 𝟒  ÷ 𝟎 . 𝟏𝟖𝟗 ≈ 𝟔𝟓 . 𝟔𝟏

Speech Commands V2 Dataset: 

LRA (Long Range Arena) benchmark:

Energy-Efficiency
We evaluated the trained spiking LMUFormer 
on the Speech Command V2 test dataset, 
gradually increasing the sequence length from 0 
to its full length of 128 samples:

Spiking LMUFormer achieves  
99% (95.17% / 96.12%)  

of its original performance, 
while getting a  

32.03% (1 - 87/128)  
reduction in the sequence length! 

Legendre Memory Unit (LMU)[1] 

• A memory cell that efficiently captures and 
represent temporal dependencies in 
sequential data. 

• Utilizes the mathematical properties of 
Legendre polynomials. 

• Based on two state-space matrices (A, B) that 
approximate a linear transfer function in 
continuous time / discrete time:

·m(t) = Am(t) + Bu(t)
m[t] = Am[t − 1] + Bu[t]

• To enable parallelization, we get u[t] and 
output of LMU as follows[2]  to make the 
module a linear time-invariant (LTI) system:

u[t] = Actu (Wux[t] + bu)
o[t] = Acto (Wmm[t] + Wxx[t] + bo)

Spiking Neural Network (SNN)
• Uses binary “spikes” to process and transmit 

information. 

• We use Leaky Integrate-and-Fire (LIF) [3]  
neurons to get the membrane potentials:
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Code: https://github.com/zeyuliu1037/LMUFormer

https://github.com/zeyuliu1037/LMUFormer

